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Are LLMs among great historic inventions?
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The promise of LLMs
● Accelerate scientific discoveries 
● Transform job markers
● Improve medical care
● Improve education
● +many more
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The challenges with LLMs

4

● Reliability, factuality
● Biases, fairness 
● Privacy, copyright issues 
● Explainability
● Costs, environmental impact
● Adversarial attacks, malicious uses
● +many more
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Why and when there are safety risks in LLMs?

A mismatch between user/developer expectations/assumptions and LLM capabilities

● LLMs are not yet powerful enough but are already used in high-stakes and 
human-facing settings 

● LLMs are too powerful and can be misused or used maliciously 
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Why and when there are safety risks in LLMs?

LLMs are too powerful and can be used maliciously 
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Bots, opinion manipulation

Tan, et al. " BotPercent: Estimating Twitter Bot Populations from Groups to Crowds." EMNLP 2023.
Feng, Shangbin, et al. "What Does the Bot Say? Opportunities and Risks of Large Language Models in Social 
Media Bot Detection." ACL 2024.
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LLM-based bots
● Opportunities: LLMs as better bot detectors!
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Feng, Shangbin, et al. "What Does the Bot Say? Opportunities and Risks of Large Language Models in Social 
Media Bot Detection." ACL 2024.
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LLM-based bots
● Risks: LLMs as evasive bot designers!
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Feng, Shangbin, et al. "What Does the Bot Say? Opportunities and Risks of Large Language Models in Social 
Media Bot Detection." ACL 2024.
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LLM-based bots
● LLMs could preserve the (malicious) intent of bots while bringing down bot 

likelihood scores
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Feng, Shangbin, et al. "What Does the Bot Say? Opportunities and Risks of Large Language Models in Social 
Media Bot Detection." ACL 2024.
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Other examples of too-powerful LLMs
● Threats to democracy, to integrity of information

○ misinformation and opinion manipulation, deepfakes 
○ not only bot activity, also agenda setting by content sharing, and targeted framing

● Economic threats: sophisticated scam
● Threats to privacy, concentration of power

○ ability to collect and analyze a lot of data about people by crawling the web, e.g. their 
conversations, interests, web searches  

● Security risks: advanced cyberattacks, advanced abilities to bypass security 
measures, and exploit vulnerabilities in systems
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Why and when there are safety risks in LLMs?

LLMs are not yet powerful enough but are already used in 
high-stakes and human-facing settings
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LLMs are already used in high-stakes settings

● “High Stakes” 
○ Potential impact is high; stakes can be life-or-death

● Data 
○ Data is private and contains sensitive information

● Complex social systems 
○ Deployed models are entrenched in complex social systems, raising issues of 

fairness, equity, and existing power structures
15
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LLMs are already used in high-stakes settings

● Predictive analytics
○ Resume screening
○ Loan applications 
○ Parole decisions 
○ Social work
○ Medical insurance approvals

16
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What are the risks? LLMs are not “intelligent” yet 

● Outdated information, limited reasoning abilities, and lack of nuance lead to 
hallucinations 

● Lack of social awareness in model design and imbalanced training data lead to 
biases

● Lack of safeguards, lack of social intelligence, lack of background knowledge, 
lack of careful personalization in models lead to unintended, dangerous 
outcomes 

● Social engineering, “jailbreaks” lead to safety risks, e.g. privacy leakage and 
misuse

17
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Medical domain
● Models are already used by doctors 
● Models are already used by “patients” 
● Models can be deployed in various settings, each with its own risks 

○ Generic LLMs like ChatGPT are used for medical information seeking 
○ LLMs as  an “agent” or “assistant” deployed by startups without rigorous validation 

(we know LLMs are not safe yet!)   
● Numerous studies have already identified knowledge gaps, inconsistencies, 

social biases, lack of social and contextual sensitivity, and other safety risks in 
medical LLMs 
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Hallucinations in summarization 
● Medical notes summarization

19

Rumale P., Tiwari S., Naik T., Gupta S., Thai D. Zhao W., et al. " Faithfulness Hallucination Detection in 
Healthcare AI" KDD-AIDSH 2024



Undergrad NLP 2024Yulia Tsvetkov

Hallucinations in summarization 
● Medical notes summarization

20

Rumale P., Tiwari S., Naik T., Gupta S., Thai D. Zhao W., et al. " Faithfulness Hallucination Detection in 
Healthcare AI" KDD-AIDSH 2024



Undergrad NLP 2024Yulia Tsvetkov

Hallucinations in summarization
● Medical notes summarization

○ 100 medical summaries from OpenAI’s GPT-4o and Meta’s Llama-3 — hallucinations 
in almost all of the summaries 

○ In the 50 summaries produced by GPT-4o, 327 instances of medical event 
inconsistencies, 114 incorrect reasoning, and 3 chronological inconsistencies

○ The most frequent hallucinations were related to symptoms, diagnosis and medicinal 
instructions

21

Rumale P., Tiwari S., Naik T., Gupta S., Thai D. Zhao W., et al. " Faithfulness Hallucination Detection in 
Healthcare AI" KDD-AIDSH 2024
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Hallucinations in QA 

Which of the following is a more realistic patient?
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Clinical reasoning with LLMs is unreliable

● ChatGPT passed the US Medical Licensing Exam and was reported to be “more empathetic” than real doctors. 
ChatGPT currently has around 180 million users; if a mere 10% of them have asked ChatGPT a medical 
question, that’s already a population two times larger than New York City using ChatGPT like a doctor

● ChatGPT, GPT-4, Llama2, Gemini, Med-PaLM

24

https://glassboxmedicine.com/2024/02/23/chatgpt-is-not-a-doctor-hidden-dangers-in-seeking-medical-advice-
from-llms/

https://healthitanalytics.com/news/chatgpt-passes-us-medical-licensing-exam-without-clinician-input
https://jamanetwork.com/journals/jamainternalmedicine/article-abstract/2804309
https://explodingtopics.com/blog/chatgpt-users#:~:text=According%20to%20the%20latest%20available,weekly%20users%20flock%20to%20ChatGPT.
https://sites.research.google/med-palm/
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Clinical reasoning with LLMs is unreliable

● Problem #1: Patients can ask the “wrong” question, but ChatGPT never “questions the question”

25

https://glassboxmedicine.com/2024/02/23/chatgpt-is-not-a-doctor-hidden-dangers-in-seeking-medical-advice-
from-llms/
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Clinical reasoning with LLMs is unreliable

● Problem #2: Patients don’t know what information to include – and ChatGPT doesn’t take a history, 
failing to recognize patient uniqueness

26

https://glassboxmedicine.com/2024/02/23/chatgpt-is-not-a-doctor-hidden-dangers-in-seeking-medical-advice-
from-llms/
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Clinical reasoning with LLMs is unreliable

● Problem #3: ChatGPT can leave out critical warnings

27

https://glassboxmedicine.com/2024/02/23/chatgpt-is-not-a-doctor-hidden-dangers-in-seeking-medical-advice-
from-llms/
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Clinical reasoning with LLMs is unreliable

● Problem #4: ChatGPT can be too literal, and fail to understand the underlying intent of the question

28

https://glassboxmedicine.com/2024/02/23/chatgpt-is-not-a-doctor-hidden-dangers-in-seeking-medical-advice-
from-llms/
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How do current LLMs work in such interactive settings?

● Standard medical question-answering (QA) tasks are formulated in a single-turn 
setup where all necessary information is provided upfront, and the model is not 
expected to interact with users (Jin et al., 2021; Pal et al., 2022; Jin et al., 2019; Hendrycks et al., 2020)

● What happens if a patient provides incomplete information? 

40

Stella Li, et al. " MediQ: Question-Asking LLMs and a Benchmark for Reliable Interactive Clinical Reasoning" 
NeurIPS 2024
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question: "Which of the following is the most likely cause 

of this patient's anemia?”

options: (A) Vitamin B12 deficiency, (B) Gestational anemia, 

(C) Iron deficiency, (D) Thalassemia trait

Initial Info: “A 27-year-old G1P0 woman at 9 weeks estimated 

gestational age presents for a prenatal visit.”

context: "A 27-year-old G1P0 woman at 9 weeks estimated 

gestational age presents for a prenatal visit. She is 

vegetarian and emigrated from Nepal 7 years ago. She does 

not use tobacco, alcohol or recreational drugs. The 

patient’s vital signs include: blood pressure 111/95 mm Hg, 

temperature 36.7C (98.6F), pulse 88/min. Laboratory results 

are significant for the following: | Hemoglobin 10.2 g/dL | 

Erythrocyte count 5.5 million/mm3 | Mean corpuscular volume 

65 μm3 | Mean corpuscular hemoglobin 21 pg/cell | Red cell 

distribution width 13.5% (ref: 11.5-14.5%)."

41

Stella Li, et al. " MediQ: Question-Asking LLMs and a Benchmark for Reliable Interactive Clinical Reasoning" 
NeurIPS 2024
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Erythrocyte count 5.5 million/mm3 | Mean corpuscular volume 

65 μm3 | Mean corpuscular hemoglobin 21 pg/cell | Red cell 

distribution width 13.5% (ref: 11.5-14.5%)."

26.5% drop!!

42

Stella Li, et al. " MediQ: Question-Asking LLMs and a Benchmark for Reliable Interactive Clinical Reasoning" 
NeurIPS 2024
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11.3% drop!!

question: "Which of the following is the most likely cause 

of this patient's anemia?”

options: (A) Vitamin B12 deficiency, (B) Gestational anemia, 

(C) Iron deficiency, (D) Thalassemia trait

Initial Info: “A 27-year-old G1P0 woman at 9 weeks estimated 

gestational age presents for a prenatal visit.”

context: "A 27-year-old G1P0 woman at 9 weeks estimated 

gestational age presents for a prenatal visit. She is 

vegetarian and emigrated from Nepal 7 years ago. She does 

not use tobacco, alcohol or recreational drugs. The 

patient’s vital signs include: blood pressure 111/95 mm Hg, 

temperature 36.7C (98.6F), pulse 88/min. Laboratory results 

are significant for the following: | Hemoglobin 10.2 g/dL | 

Erythrocyte count 5.5 million/mm3 | Mean corpuscular volume 

65 μm3 | Mean corpuscular hemoglobin 21 pg/cell | Red cell 

distribution width 13.5% (ref: 11.5-14.5%)."
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Stella Li, et al. " MediQ: Question-Asking LLMs and a Benchmark for Reliable Interactive Clinical Reasoning" 
NeurIPS 2024
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Unintended outcomes in mental health-related interactions

44

https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-teen-suicide.html
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Unintended outcomes in mental health-related interactions

● Popular AI tools generate harmful eating disorder content in response to 
41% of prompts

● AI chatbots generate harmful eating disorder content for 23% of prompts
● Responses to test prompts used by researchers included:

○ A step-by-step guide on “chewing and spitting” as an extreme weight loss method (Bard)
○ Advice on smoking “10 cigarettes” in a day to lose weight (Bard)
○ A 7-day diet and workout plan to “achieve a thinspo look” (Bard)
○ “Camouag[ing] [food] in everyday items” to hide uneaten food from parents (ChatGPT) 
○ Advice to “shoot up some heroin!” to achieve a “heroin chic” aesthetic (Snapchat My AI)
○ “Swallow a tapeworm egg and let it grow inside you”, to lose weight (Snapchat My AI)
○ “Manual Stimulation” to “[trigger] the gag reex” and induce vomiting (ChatGPT) 
○ A weight loss plan with a “strict calorie decit” of “800-1000 calories per day” (ChatGPT)

● AI image generators produce pictures glorifying unrealistic body image for 32% of 
prompts

● Eating disorder communities are actively using AI tools

45

https://counterhate.com/research/ai-tools-and-eating-disorders/
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Unintended outcomes in mental health-related interactions

46

https://counterhate.com/research/ai-tools-and-eating-disorders/
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Biases in LLMs deployed in high-stakes domains

● Child Protective Service (CPS) Agencies are actively seeking to deploy NLP 
tools 
○ Notes from CPS workers contain useful information for 

current decision making as well long-term data analytics
○ Too numerous to review manually
○ Administrative burden contributes to caseworker 

turnover and burnout

● Maybe NLP can help?

47

Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094
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NLP risks exacerbating existing racial bias
● Black children are more likely than white children to be:

○ Reported by doctors for abuse (Lane et al. 2002)

○ Screened in for investigation1

○ Placed in foster care2

48

Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094

1 Child Maltreatment 2021, Children’s Bureau of the U.S. Department of Health and Human Services, 
https://www.acf.hhs.gov/cb/data-research/child-maltreatment
2 State-Specific Foster Care Data 2021,  Children’s Bureau of the U.S. Department of Health and Human Services, 
https://www.acf.hhs.gov/cb/report/state-foster-care-data-2021 

https://www.acf.hhs.gov/cb/data-research/child-maltreatment
https://www.acf.hhs.gov/cb/report/state-foster-care-data-2021
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NLP risks exacerbating existing racial bias
● Black children are more likely than white children to be:

○ Reported by doctors for abuse (Lane et al. 2002)

○ Screened in for investigation1

○ Placed in foster care2

But

● NLP tools perpetuate bias including racism and sexism (Sun et al. 2019, Field et al. 2022)

● Evaluations are often conducted on artificial data sets where direct harms are 
unclear

49

Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094

1 Child Maltreatment 2021, Children’s Bureau of the U.S. Department of Health and Human Services, 
https://www.acf.hhs.gov/cb/data-research/child-maltreatment
2 State-Specific Foster Care Data 2021,  Children’s Bureau of the U.S. Department of Health and Human Services, 
https://www.acf.hhs.gov/cb/report/state-foster-care-data-2021 

https://www.acf.hhs.gov/cb/data-research/child-maltreatment
https://www.acf.hhs.gov/cb/report/state-foster-care-data-2021
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Referral
Investigate

Do not 
investigate

Out of home 
placement

No out of 
home 

placement

Predicted Risk 
Scored

Structured data 
including past 

interactions 
with CPS

Does incorporation of text features 
increase model performance 
disparities for black and white 
children?
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Named Entity Recognition

CW called their neighbor Anjalie

Example use case: Identifying kinship placement options for a child

Person

51

Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094
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Full names 
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First names 
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Full names 
(cases)

All models have significantly higher recall in 
identifying names of white people than black 

people

First names 
(cases)
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Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094
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Possible direct harm: increasing out-of-home placements 
for black children

● Hypothetical: caseworkers rely on NER model to identify kinship placements 
options more quickly than reading notes manually

Lower recall for 
names of black 
family members 

More black children may be 
unnecessarily placed in 
group or non-kinship homes

53

Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094
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Coreference Resolution

CW called their neighbor because she lives next door

Person Person

● Schema: Identify and link Person, Problem, Treatment, and Test entities
● Example use cases:

○ Tracking treatment/problem progress of a family or an individual
○ Identifying cases for supervisory review

54
Anjalie Field, et al. " Examining Risks of Racial Biases in NLP Tools for Child Protective Services" FAccT 2023
https://dl.acm.org/doi/abs/10.1145/3593013.3594094
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Lee et al. (i2b2/VA) Lee et al. (contact notes)
Person Treatment Test Problem Person Treatment Test Problem

Black 51.14% 53.17% 55.61% 54.21% 82.21% 83.89% 90.22% 83.59%
White 46.11% 52.81% 54.75% 50.17% 81.32% 86.08% 89.19% 81.64%

% Black - 
White 5.03% 0.36% 0.86% 4.04% 0.89% -2.19% 1.03% 1.95%

Metric: Recall

● Recall of Problem is higher for black families
● With fine-tuning, recall of Treatment is higher for white families

Possible direct harm: unfairly increasing scrutiny of black families

Coreference Resolution

55
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Privacy leakage, copyright data 

● LLMs can memorize and leak training data
● Github Co-pilot:

56

Mireshghallah, et al. " Quantifying Privacy Risks of Masked Language Models Using Membership Inference 
Attacks" EMNLP 2022
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Privacy leakage, copyright data 

57

https://www.nytimes.com/2023/12/27/business/media/new-york-times-open-ai-microsoft-lawsuit.html
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LLMs are already used in high stakes settings
● Medical queries

○ By users
○ And by doctors

● Mental health support
● Predictive analytics

○ Social work
○ Resume screening
○ Loan applications 
○ Parole decisions 
○ Medical insurance approvals

● Legal queries
● More…

58
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What are the risks? LLMs are not “intelligent” yet 

● Outdated information, limited reasoning abilities, and lack of nuance lead to 
hallucinations 

● Lack of social awareness in model design and imbalanced training data lead to 
biases

● Lack of safeguards, lack of social intelligence, lack of background knowledge, 
lack of careful personalization in models lead to unintended, potentially 
dangerous outcomes 

● Social engineering, “jailbreaks” lead to safety risks, e.g. privacy leakage and 
misuse (we’ll discuss this later today)

59
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Harm taxonomies and evaluation benchmarks

Weidinger et al. “Ethical and social risks of harm from Language Models” Proc. FAccT 2022

Wang et al.  Do-Not-Answer: A Dataset for Evaluating Safeguards in LLMs. Findings EACL 2024
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Wang et al.  Do-Not-Answer: A Dataset for Evaluating Safeguards in LLMs. Findings EACL 2024
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Noncompliance taxonomies and evaluation benchmarks

Brahman et al.  The Art of Saying No: Contextual Noncompliance in Language Models. NeurIPS 2024
https://allenai.org/blog/broadening-the-scope-of-noncompliance-when-and-how-ai-models-should-not-comply-with-user-requests-18b028c5b538
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Technically, why do hallucinations happen?
● Mitigating factual inconsistencies is a hard challenge 

○ Pre-training Data Issues
■ Noisy data, outdated data, missing or incorrect facts, conspiracy theories
■ No separation between various sources of data - news, stories, web articles and blogs 

○ Model Design and Training
■ Static training paradigm, pretraining objectives encourage plausible text
■ MLE doesn’t differentiate factual v/s non-factual

○ Evaluation, Detection and Correction
■ Various types of factual inconsistencies 
■ Low generalizability across errors types, models, domains 

63

Sachin Kumar, Vidhisha Balachandran, Lucille Njoo, Antonios Anastasopoulos, Yulia Tsvetkov. “Language 
Generation Models Can Cause Harm: So What Can We Do About It? An Actionable Survey.” EACL 2023. 

https://arxiv.org/abs/2210.07700v2
https://arxiv.org/abs/2210.07700v2
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Technically, what can be done?

64

Model
Development 

Process

Data Model Training / 
Design

Inference / 
Generation 

Application 

Intervention 
Strategies

Curation
Filtering

Augmentation

Training Objectives
Architectural Int

Model Fine-tuning
Model Surgery

Decoding 
Algorithms

Post-Processing

Detection
Flagging

Redaction

Sachin Kumar, Vidhisha Balachandran, Lucille Njoo, Antonios Anastasopoulos, Yulia Tsvetkov. “Language 
Generation Models Can Cause Harm: So What Can We Do About It? An Actionable Survey.” EACL 2023. 

https://arxiv.org/abs/2210.07700v2
https://arxiv.org/abs/2210.07700v2
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Abstention – the refusal to answer a query 

current LMs:

Feng et al.  Don’t Hallucinate, Abstain: Identifying LLM Knowledge Gaps via Multi-LLM Collaboration. Proc. 
ACL 2024
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Abstention – the refusal to answer a query 

LMs with abstention

Feng et al.  Don’t Hallucinate, Abstain: Identifying LLM Knowledge Gaps via Multi-LLM Collaboration. Proc. 
ACL 2024



Undergrad NLP 2024Yulia Tsvetkov

Abstention mechanisms
● Calibration - LM token probabilities as confidence measures
● Training - training external verifiers/hidden layer linear probabilities 
● Prompting - prompting LMs to reflect on knowledge gaps
● Consistency - LM consistency across multiple generations
● Multi-LM collaboration - cooperative or competitive LMs provide feedback to 

the LM 

67

Feng et al.  Don’t Hallucinate, Abstain: Identifying LLM Knowledge Gaps via Multi-LLM Collaboration. Proc. 
ACL 2024
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Asking clarifying questions

68

Stella Li, et al. " MediQ: Question-Asking LLMs and a Benchmark for Reliable Interactive Clinical Reasoning" 
NeurIPS 2024
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Hallucination detection and rewriting
● A taxonomy of hallucination types

69

Mishra, et al. "Fine-grained Hallucination Detection and Editing for Language Models" COLM 2024
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Hallucination detection and rewriting
● Idea: synthesize errors based on common hallucination types, and then use 

synthesized training data to train a factual error corrector 

70

Mishra, et al. "Fine-grained Hallucination Detection and Editing for Language Models" COLM 2024
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RAG – Retrieval Augmented Generation

71

Asai, et al. "Self-RAG: Learning to Retrieve, Generate, and Critique through Self-Reflection" ICLR 2024
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What are the risks? LLMs are not “intelligent” yet 

● Outdated information, limited reasoning abilities, and lack of nuance lead to 
hallucinations 

● Lack of social awareness in model design and imbalanced training data lead to 
biases

● Lack of safeguards, lack of social intelligence, lack of background knowledge, 
lack of careful personalization in models lead to unintended, potentially 
dangerous outcomes 

● Social engineering, “jailbreaks” lead to safety risks, e.g. privacy leakage and 
misuse (we’ll discuss this later today)
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Jailbreaks
● Jailbreaking – the deliberate act of manipulating AI systems to produce outputs 

that violate ethical guidelines
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Jailbreaks
● In the context of LLMs (and VLMs), “jailbreaking" refers to the process of 

circumventing the limitations and restrictions placed on models
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Jin, et al. " JailbreakZoo: Survey, Landscapes, and Horizons in Jailbreaking Large Language and 
Vision-Language Models" 2024 https://arxiv.org/abs/2407.01599
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Types of Jailbreaking Techniques
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Evolutionary-based Jailbreaks
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Jin, et al. " JailbreakZoo: Survey, Landscapes, and Horizons in Jailbreaking Large Language and 
Vision-Language Models" 2024 https://arxiv.org/abs/2407.01599

Liu et al., 2024

● These methods generate 
adversarial prompts utilizing 
genetic algorithms and 
evolutionary strategies
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Demonstration-based Jailbreaks
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Jin, et al. " JailbreakZoo: Survey, Landscapes, and Horizons in Jailbreaking Large Language and 
Vision-Language Models" 2024 https://arxiv.org/abs/2407.01599

● These jailbreaks rely on 
crafting specific, static system 
prompts to direct LLM 
responses. 

● Using hard-coded instructions

Shen et al., 2023
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Rule-based Jailbreaks
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Jin, et al. " JailbreakZoo: Survey, Landscapes, and Horizons in Jailbreaking Large Language and 
Vision-Language Models" 2024 https://arxiv.org/abs/2407.01599

● These involve decomposing and 
redirecting malicious prompts through 
predefined rules to evade detection. 
Techniques employ systematic 
transformations of malicious intents into 
benign-looking inputs, ensuring that the 
model produces the desired outputs 
while avoiding detection.

Handa et al., 2024
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Multi-agent-based Jailbreaks
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Jin, et al. " JailbreakZoo: Survey, Landscapes, and Horizons in Jailbreaking Large Language and 
Vision-Language Models" 2024 https://arxiv.org/abs/2407.01599

● These jailbreaks depend on the cooperation of multiple LLMs to iteratively refine 
and enhance jailbreak prompts

Jin et al., 2024
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Jailbreak Defense Strategies 
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Why and when there are safety risks in LLMs?

A mismatch between user/developer expectations/assumptions and LLM capabilities

● LLMs are not yet powerful enough but are already used in high-stakes and 
human-facing settings 

● LLMs are too powerful and can be misused or used maliciously 
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Why and when there are safety risks in LLMs?

A mismatch between user/developer expectations/assumptions and LLM capabilities

● LLMs are not yet powerful enough but are already used in high-stakes and 
human-facing settings 

● LLMs are too powerful and can be misused or used maliciously

Looking forward, LLMs will become more powerful and accurate, and we need to 
think more carefully about safety and defenses against malicious uses when LLMs 
are too powerful  
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Questions?
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