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Announcements
● Quiz 1: 

○ Lecture materials through Monday 
■ Linguistic structure
■ Language corpora properties
■ Intro to classification
■ Text feature engineering

● HW1 releases
○ Make sure to attend next lecture 
○ Kabir will be giving an overview of HW1
○ Kavel will be showing how to access quiz on canvas
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Text Classification

3



Undergrad NLP Yulia Tsvetkov

Is this spam?

4

from: ECRES 2022 <2022@ecres.net> via amazonses.com 

reply-to: 2022@ecres.net

to: yuliats@cs.washington.edu

date: Feb 22, 2022, 7:21 AM

subject: The Best Renewable Energy Conference ( Last chance ! )

signed-by: amazonses.com

security:  Standard encryption (TLS) Learn more

https://support.google.com/mail/answer/1311182?hl=en&authuser=1
https://support.google.com/mail?hl=en&p=tls&authuser=1


Undergrad NLP Yulia Tsvetkov

Spam classification
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spam

not spam
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Language ID
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Language ID
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Sentiment analysis

8



Undergrad NLP Yulia Tsvetkov

Sentiment analysis
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Topic classification
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?

MeSH Subject Category Hierarchy
● Antagonists and Inhibitors
● Blood Supply
● Chemistry
● Drug Therapy
● Embryology
● Epidemiology
● …
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Authorship attribution: is the author male or female?

By 1925 Vietnam was divided into three parts under French colonial rule. The 
southern region embracing Saigon and the Mekong delta was the colony 
Cochin-China; the central area with its imperial capital at Hue was the protectorate of 
Annam.
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Clara never failed to be astonished by the extraordinary felicity of her own name. 
She found it hard to trust herself to the mercy of fate, which had managed over the 
years to convert her greatest shame into one of the greatest assets...

S. Argamon, M. Koppel, J. Fine, A. R. Shimoni, 2003. “Gender, Genre, and Writing Style in Formal Written Texts,” Text, volume 23, number 3, pp. 321–346
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Fact verification: trustworthy or fake?
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Detecting COVID-19-Related Fake News Using Feature Extraction
Suleman Khan, Saqib Hakak, N. Deepa, B. Prabadevi, Kapal Dev and Silvia Trelova

Have Covid19? 
Drink bleach! 



Undergrad NLP Yulia Tsvetkov

Text classification
● We might want to categorize the content of the text:

○ Spam detection  (binary classification: spam/not spam)
○ Sentiment analysis  (binary or multiway)

■ movie, restaurant, product reviews (pos/neg, or 1-5 stars)
■ political argument (pro/con, or pro/con/neutral)
■ Topic classification (multiway: sport/finance/travel/etc)

○ Language Identification (multiway: languages, language families)
○ …

● Or we might want to categorize the author of the text (authorship attribution)
○ Human- or machine generated? 
○ Native language identification (e.g., to tailor language tutoring)
○ Diagnosis of disease (psychiatric or cognitive impairments)
○ Identification of gender, dialect, educational background, political orientation (e.g., in forensics 

[legal matters], advertising/marketing, campaigning, disinformation)
○ …
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Text classification

Goal: create a function f that makes a prediction ŷ given an input x
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Over the next couple of classes, we’ll investigate:

1. How do we “digest” text into a form usable by a function?
(Keywords for this section: features, feature extraction, 

 feature selection, representations)

2. What kinds of strategies might we use to create our function f?
(Keyword for this section: models)

3. How do we evaluate our function f?
(Keyword for this section: … evaluation)
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How do we “digest” text into a form 
usable by a function?
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Classification: features (measurements)
● Perform measurements and obtain features
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4.2,    212,    3.4,    1332

diameter, weight, softness, color

5.2,    315,     5.7,    4567

diameter, weight, softness, color
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Text classification – feature extraction
What can we measure over text? Consider this movie review:

I love this movie! It’s sweet, but with satirical humor. The dialogue is great, and the 
adventure scenes are fun… It manages to be whimsical and romantic while laughing 
at the conventions of the fairy tale genre. I would recommend it just to about anyone. 
I’ve seen it several times, and I’m always happy to see it again whenever I have a 
friend who hasn’t seen it before.
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Text classification – feature extraction
What can we measure over text? Consider this movie review:

I love this movie! It’s sweet, but with satirical humor. The dialogue is great, and the 
adventure scenes are fun… It manages to be whimsical and romantic while laughing 
at the conventions of the fairy tale genre. I would recommend it just to about anyone. 
I’ve seen it several times, and I’m always happy to see it again whenever I have a 
friend who hasn’t seen it before.
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Bag-of-Words (BOW)
● Given a document d (e.g., a movie review) – how to represent d ?
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BOW feature extraction, independence assumption
I love this movie! It’s sweet, but with satirical humor. The dialogue is great, and the adventure scenes are fun… It manages to 
be whimsical and romantic while laughing at the conventions of the fairy tale genre. I would recommend it just to about anyone. 
I’ve seen it several times, and I’m always happy to see it again whenever I have a friend who hasn’t seen it before.
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(almost) the entire lexicon

word count relative frequency

love 10 0.0007

great …

recommend

laugh

happy

…

several

boring

…
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Types of textual features beyond BOW
● Words

○ content words, stop-words
○ punctuation? tokenization? lemmatization? lowercase?

● Word sequences
○ bigrams, trigrams, n-grams

● Grammatical structure, sentence parse tree
● Words’ part-of-speech
● Word vectors
● …

22



Undergrad NLP Yulia Tsvetkov

Summary: Possible representations for text 
● Bag-of-Words (BOW)

○ Easy, no effort required 
○ Variable size, ignores sentential structure

● Hand-crafted features 
○ Full control, can use NLP pipeline, class-specific features
○ Over-specific, incomplete, makes use of NLP pipeline

● Learned feature representations
○ Can learn to contain all relevant information
○ Needs to be learned
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What kinds of strategies might we use 
to create our function f?
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● Probabilistic

We’ll consider alternative models for classification
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● Rule-based 

● Generative models ● Discriminative models

● Linear models
○ Multinomial logistic regression 

(aka MaxEnt)

● Non-linear models
○ Multilayer perceptron

● Text classification

● Naïve Bayes
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Rule-based classifier
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Rule-based classification

But don’t forget: if you don’t have access to data, speaker 
intuition and a bit of coding get you pretty far!
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● Probabilistic

We’ll consider alternative models for classification
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● Rule-based 

● Generative models ● Discriminative models

● Linear models
○ Multinomial logistic regression 

(aka MaxEnt)

● Non-linear models
○ Multilayer perceptron

● Text classification

● Naïve Bayes
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● Probabilistic

We’ll consider alternative models for classification
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● Rule-based 

● Generative models ● Discriminative models

● Linear models
○ Multinomial logistic regression 

(aka MaxEnt)

● Non-linear models
○ Multilayer perceptron
○ + more neural classifiers

● Text classification

● Naïve Bayes
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● Probabilistic

We’ll consider alternative models for classification
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● Rule-based 

● Generative models ● Discriminative models

● Linear models
○ Multinomial logistic regression 

(aka MaxEnt)

● Non-linear models
○ Multilayer perceptron

● Text classification

● Naïve Bayes
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Rule-based classifier
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Rule-based classification: challenges
Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected 
film.
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Rule-based classification: challenges
Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected 
film.

→ hard to identify a priori which words are informative (and what information they 

carry!)

33



Undergrad NLP Yulia Tsvetkov

Rule-based classification: challenges
Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected 
film.

→ hard to identify a priori which words are informative (and what information they 

carry!)

Sentiment: It’s not life-affirming, it’s vulgar, it’s mean, but I liked it.
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Rule-based classification: challenges
Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected 
film.

→ hard to identify a priori which words are informative (and what information they 

carry!)

Sentiment: It’s not life-affirming, it’s vulgar, it’s mean, but I liked it.

→language pragmatics is complex to model at word level, word order (syntax) 

matters, but hard to encode in rules!
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Rule-based classification: challenges
Sentiment: Half submarine flick, half ghost story, all in one a criminally neglected 
film.

→ hard to identify a priori which words are informative (and what information they 

carry!)

Sentiment: It’s not life-affirming, it’s vulgar, it’s mean, but I liked it.

→language pragmatics is complex to model at word level, word order (syntax) 

matters, but hard to encode in rules!

Language ID: All falter, stricken in kind.

→simple features can be misleading!
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Rule-based classification

But don’t forget: if you don’t have access to data, speaker 
intuition and a bit of coding get you pretty far!
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● Probabilistic

We’ll consider alternative models for classification
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● Rule-based 

● Generative models ● Discriminative models

● Linear models
○ Multinomial logistic regression 

(aka MaxEnt)

● Non-linear models
○ Multilayer perceptron

● Text classification

● Naïve Bayes


